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Data quality assessment of comma separated
values using linked data approach
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Abstract. With an increasing amount of structured data on the web, the
need to understand and convert it into linked data is growing. One of the
most frequent data formats is Comma Separated Value (CSV). However,
it is not easy to describe metadata such as the datatype, data quality and
data provenance along with it. Therefore, to publish CSV on the web,
it is required to convert CSV into linked data format. Many approaches
exist to facilitate the conversion process from structured data to linked
data. However, all methods require additional domain knowledge for the
conversion process. The goal of this research is to assist publishers in
converting CSV files into linked data without human intervention whilst
understanding its quality and root causes of data quality violations. The
proposed framework consists of two modules. The first module converts
the given CSV file into a knowledge graph based on a proposed ontology
which is appended with data quality information. In the second module,
triples that have violated the data quality constraints are identified. The
results show that it is possible to convert a CSV to a knowledge graph
by adding its quality information without the help of external mappings.

Keywords: CSV · Data quality · Knowledge graphs · Linked data ·
Quality assessment · Root cause analysis

1 Introduction

The Semantic Web aims to publish data on the web that can be interpreted by
humans and machines. It also helps to reuse, share, and publish data across the
web, making it easy to integrate data from different sources. However, significant
amounts of data on the web still reside in various formats other than Resource
Description Framework (RDF). The rapid growth of data catalogues on the web
has led to publishing data in multiple formats. However, the quality of such
published data is not known to its users [2,15]. The comma-separated file (tabular
data; irrespective of the delimiter used) format is one of the predominant ways
to share information that stores data in a two-dimensional array. The resource

https://orcid.org/0000-0002-8135-3515
https://orcid.org/0000-0002-4420-1029
https://orcid.org/0000-0002-2718-5426
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2 A. Nayak et al.

format of 37% of the total available dataset in the European data portal 1 is
comma-separated (CSV). The remaining 38% of the dataset is in zip format,
which includes CSV files. These files contain data in the form of rows and columns
as a two-dimensional array. A row represents numerous properties that belong
to one instance. A column represents a set of values that belongs to a specific
attribute. Converting delimited files to RDF triples that conform to the principles
of Semantic Web is an added advantage to the community for reuse and sharing
purposes.

Existing approaches require an external mapping to convert any given dataset
into RDF triples. This process requires users to have domain knowledge, as they
need to be aware of all existing classes in the available ontology to map each
column of the CSV file. The proposed method makes use of direct mapping to
uplift data to RDF. Direct mapping [1] defines a simple transformation, used
to materialize RDF graphs. This method neither requires users to have domain
knowledge, nor the dataset should adhere to any ontology/schema. Furthermore,
automatic conversion helps to generate RDF triples from datasets that do not
adhere to a specific schema or an ontology. On the other hand, mapping languages
require the dataset to adhere to an ontology or schema.

CSV to RDF conversion process extracts additional semantic information
from the dataset that is added to the triples generated from the dataset. These
additional triples later used to assess the quality and it helps to locate the
erroneous triples along with the type of violation. It explains users of the dataset
to understand which triples have violated a constraint with a precise location
in the knowledge graph (KG). The research project aims to determine “To
what extent can CSV files be converted to RDF triples with or without human
intervention, thus enabling the user to identify root causes of the data quality
problems?”

The remainder of this article is structured as follows. Section 2 covers the
related work. Section 3 discusses design of the proposed methodology along with
use cases. Section 4 summarizes the details of the dataset and results. Finally,
section 5 concludes the paper with future work.

2 Related work

Several solutions have been developed to map non RDF data into RDF. This
section briefly introduces some tools that help to map CSV to RDF, and data
quality metrics helps to assess the RDF. An automatic conversion framework
is implemented to deploy linked data on the Pan-European website [5]. This
framework reads CSV headers to generate mappings. In another similar approach,
CSV files that belong to the same domain are clustered before mapping it into
RDF format [14]. However, one of the drawbacks of such method is that the
system requires column must be declared as either a data property or as an
object property in their ontology. Another problem is that a typographic error

1 https://www.europeandataportal.eu/data/eu-international-datasets

https://www.europeandataportal.eu/data/eu-international-datasets
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CSV2RDF: Assessing data quality using linked data approach 3

in the column name does not match any properties in the ontology. On the
other hand, CSV files are uplifted with the help of associated metadata [11]. The
conversion process fails in the absence of metadata. A comprehensive analysis
of data mappings helps to uplift any given dataset to RDF mentioned in [8].
Sheet2RDF [6], is a semi-automatic approach to uplift CSV to RDF triples. The
graphical user interface of sheet2rdf enables some refinements without the need
to explicitly use the underlying mapping specification language. Data uplifting
techniques either require an external mapping function or additional software.

Data quality is a multidimensional concept. There are several frameworks
for assessing the quality of linked data. A systematic review conducted in [17]
identified a number of different data quality dimensions applicable to Linked Data.
Luzzu [4] is one of the frameworks that consider most of the quality dimensions
defined by [17] to evaluate the linked data. Semquire [10], Databugger [9], LD
Sniffer [12] are some other existing data quality assessment tools/frameworks.
However, the root causes of the triples that have violated the constraints are
not identified in existing data quality assessment frameworks. Luzzu framework
is extended to support root causes of quality violations [16] by identifying the
erroneous triples based on the failure of the metric. The data quality metrics
are associated with corresponding exception class and problematic parts such as
subject, object, and predicate. One of the recent works [3], identifies the constraint
violated triples using EYE reasoner2. However, all the described constraints are
domain-dependent. The proposed technique does not require a user to write
any external mappings. In addition, it appends data quality information to the
RDF triple store along with the identification of root causes of triples that have
violated the data quality constraints.

3 Design

This section gives an overview of the system design that includes a data quality
assessment framework that assesses the data quality and reports the quality
violated triples, if any. One of the best practise suggested by W3C is to publish
data on the web along with data quality information [2]. The main goal of the
proposed method is to convert a CSV file into RDF triples that also contains
data quality information. RDF data is generated with the help of direct mapping
which is appended with quality information. Furthermore, these RDF triples are
evaluated to identify erroneous triples.

W3C [7] has described two methods to convert any tabular data into RDF
triples. Standard mode conversion frames the information gleaned from the cells
of the tabular data with details of the rows, tables, and a group of tables within
which that information is provided. Minimal mode conversion includes only the
information gleaned from the cells of the tabular data. The proposed model
follows minimal mode as the dataset considered for the experiment is not an
annotated file. Most of the vocabulary terms mentioned by W3C are applicable

2 http://eulersharp.sourceforge.net/

http://eulersharp.sourceforge.net/
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4 A. Nayak et al.

only for annotated CSV files. However, the standard mode of conversion is used
wherever appropriate.

The proposed CSV2RDF ontology conceptually maps all the components of
the CSV file to the classes of the ontology as described in figure 1. It connects
dataset properties to the data arranged in the form of rows and columns. The
contents of the CSV file is converted, as shown in figure 2. Each row of the CSV
is considered to be a class, as mentioned in the CSV2RDF ontology. All the
columns of the dataset are considered object properties of the row to maintain
the order of data. All the cell values are translated into RDF literals for the given
CSV file.

Fig. 1. Ontology describing CSV2RDF data

Fig. 2. Row-Column-Cell as RDF triples((a) subject - (b) predicate - (c) object
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CSV2RDF: Assessing data quality using linked data approach 5

Data quality assessment pipeline in case of direct mapping is as shown in
figure 3. The triple modeling module is responsible for uplifting CSV into RDF.
The proposed ontology is used to convert CSV into RDF. The data module is
responsible for collecting all the required RDF triples, axioms, and constraints.
Axioms contain CSV2RDF ontology. Constraints represent the rules that are
used to identify the quality violated triples. The conversion process generated
RDF triples along with meta-information such as file name, file format, last
modified, and data quality information. The quality metrics used to evaluate
the knowledge graph are obtained from the comprehensive list of data quality
metrics [17].

Typed literals are created by comparing the lexical token of each cell with
basic datatypes. Datatypes such as int, float, date, string and URI are considered
in this experiment. RDF:nil is assigned as the datatype for all the empty cells
present in the CSV. RDFS:Literal is assigned to all other remaining cells if
they do not match any of the afore-mentioned basic datatypes. The datatype
is predicted for each column based on values that are present in the column.
The lexical form of a cell value is compared with all considered datatype using a
regular expression, and matched datatypes are counted. The datatype which has
the highest value is assigned to the column.

Fig. 3. CSV2RDF direct mapping with data quality assessment

The RDF triples are given as input to the Apache Jena framework. The
Jena inference subsystem is designed to allow a range of inference engines or
reasoners to be plugged into Jena. Such engines are used to derive additional RDF
assertions, which are entailed from some base RDF together with any optional
ontology information, the axioms and rules associated with the reasoner. The
conventional model makes use of a single reasoner. The proposed model benefits
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6 A. Nayak et al.

from the cascaded reasoner. RDF triples and OWL axioms are given as input to
the OWL reasoner, as shown in figure 4. The inferential model generated by the
OWL reasoner is given as input to the generic reasoner. The generic reasoner
validates the OWL inferential model against the user-defined constraints, and
the resulting violations are reported to the user in triple format.

Fig. 4. Cascaded reasoner in Apache Jena

The generic reasoner admits RDF triples as input to validate them against
the constraints and axioms. Constraints help to identify erroneous triples in the
dataset. Data quality problems such as the presence of outliers and datatype
mismatch have been identified using constraints. The explanatory message
reported by the reasoner helps the user to understand the exact position of the
erroneous triple in the dataset, thereby identifying the root causes of the quality
problems. Constraints are written in Datalog as shown in figure 5.

The knowledge graph is constructed by considering metrics that are listed
in table 1. Considering the KG is constructed from raw data quality metrics
such as deprecated class/property, use of long URIs and some other metrics have
been taken care of. Metrics listed under the domain ontology dependent column
are assessed with the help of an OWL reasoner. Root cause analysis of ontology
dependent metrics is accomplished with the help of the cascaded OWL reasoner.
The cascaded reasoner evaluates ontology dependent quality metrics followed by
root cause analysis of the metrics mentioned in table 2.

Table 2 denotes the data quality metrics that are implemented for quality
assessment purpose. Assessment refers to the evaluation of the entire dataset for
the specific metric. Root cause analysis refers to the detection of triples that have
violated a constraint that describes the specific quality metric. All the metrics
used for the evaluation are considered from [17]. All columns are assumed to
have a header while converting CSV to RDF triple. Semantic Web typically
follows the open-world assumption(what is not known to be true or false might
be true, or the absence of information is interpreted as unknown information,
not as negative information). In this research, the quality metric population
completeness is determined by considering the closed world assumption.

Datalog constraints are written to identify the triples that have violated the
constraints. Rule R1 in figure 5 compares the datatype of the column with the
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CSV2RDF: Assessing data quality using linked data approach 7

Table 1. Data quality metrics and corresponding dependency

Metric KG from raw data Domain ontology dependent

No use of deprecated
class/property

3 7

No misreported content
types

3 7

Detection of long URI 3 7

Syntax error 3 7

Prolix RDF features 3 7

Inverse-functional properties 7 3

No use of entities as members
of disjoint classes

7 3

Correct domain/range
definition

7 3

Misplaced classes and
properties

7 3

Table 2. Implemented data quality metrics

Metric Assessment Root cause identification Dimension

Detection of ill
typed literals

3 3 Syntactic validity

Population
completeness

3 7 Completeness

No inaccurate
values

3 7 Semantic accuracy

No outliers 3 3 Semantic accuracy

Language used 3 7 Interpretability

data type of the value. Datatype mismatch error is thrown in case of a mismatch
between the column and the value. Rules R2 and R3 in the figure 5 helps to
locate the outliers based on lower and upper quantiles. Outliers are computed
only for columns that have integer datatype.

The users of this framework will be either CSV data consumers who wish to
uplift their data to RDF or publishers who wish to keep multiple data source
format. The following use cases were listed based on the functionalities that the
framework supports.

UC1: Uplifting of CSV: Users who have CSV files can uplift their data to
RDF. Direct mapping is a simple technique to map CSV to RDF. It also helps
the naive users to get the RDF format of data.

UC2: Assessment of data: Users should be able to assess data. Linked data
that is uplifted from CSV is assessed to understand the quality of data.

UC3: View data quality problems: Users will get the data quality problems
in the form of a report that is generated using data quality vocabulary [13]. This
helps the user to understand the exact cause of the problem.
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8 A. Nayak et al.

Fig. 5. Datalog constraints for datatype mismatch and outlier detection

4 Results

The experiment is conducted by considering CSV files from various themes such
as agriculture, education, health, house, and synthetic data. Table 3 represents
dataset information considered for the experiment. The table gives information
about the number of rows, number of columns, and different datatype that the file
contains. One of the significant outputs of root cause violations of the datatype

Table 3. Dataset information

Dataset Rows Columns Datatype

Agriculture 18 7 String, URL, Decimal, Integer

Education 13 9 String, Integer, URL

Health 18 16 Integer, String

House 21613 16 Integer, Decimal

Synthetic data 10 9 Integer, String, URL, Decimal

mismatch is as shown in the listing 6. The exact location of the quality problem
is highlighted in error thrown by the program. It includes row number, column
name, expected value and found value. The datatype mismatch is found as a
result of additional space in the beginning of the email id which was present
in the original dataset. The detailed analysis of the problem helps the user to
understand data quality in the dataset. For example, in listing 6, ns1:R2 refers to
the row number and data property is ns1:Email. The expected datatype refers to
the datatype of the column, and found datatype indicates the datatype associated
with the literal. This is one of the significant outputs found for the datatype
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CSV2RDF: Assessing data quality using linked data approach 9

mismatch when the RDF triples are verified against the constraints mentioned
in listing 5. Additional datatype mismatch triples are the result of the presence
of NULL values. The algorithm assigns RDF: nil to literal values if it finds any
empty cells. When such values are compared against a column, a datatype error
is thrown.

Fig. 6. Root cause violation : Datatype mismatch

Outlier constraints (R2 and R3 in figure 5) were not projected due to the
fact that no outliers were present in the dataset. The synthetic data is generated
to locate all the root causes that the experiment addresses. The experiment is
publicly available on Github 3.

5 Conclusions and future work

This research presents an ontology-based framework for constructing the
knowledge graph from a CSV file without human intervention. The proposed
framework consists of two core modules. The first module deals with converting
the representation of knowledge from frames to semantic networks, which are
also appended with data quality information. The second part of the work deals
with building a knowledge base from production rules to identify triples that
have violated the constraints. Creating a knowledge graph from raw data
benefits from incorporating multiple quality metrics.

Some of the limitations of this research are i. The annotated CSV files are not
considered ii. Semantic enrichment of the knowledge graph. Annotated CSV files
contain additional metadata that can be used to identify similar entities on web
using natural language processing. Semantic enrichment of the knowledge graph
addresses mapping the contents of CSV file to DBpedia classes thus connecting
data silos. The future work of this research tries to overcome the limitations of
the system along with incorporating more data quality metrics and automatic
refinement based on quality violation explanations.
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with the financial support of Science Foundation Ireland under Grant number
18/CRT/6183. For the purpose of Open Access, the author has applied a CC BY
public copyright licence to any Author Accepted Manuscript version arising from
this submission.

3 https://github.com/aparnanayakn/csvdataqualityassessment
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